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Introduction

¨ Privacy risks in the machine learning cloud services
¨ Using deep features to protect the privacy
¨ Model inversion techniques

¤ White-box: the utility model and its weights are fully 
transparent to the adversary

¤ Black-box: the adversary can make unlimited inferences 
of their own data to recover input from acquired 
features of private user data.



Introduction

¨ Focus on defense against a black-box model 
inversion attack in the context of face attribute 
analysis by adversarial learning.
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Proposed Algorithm

¨ Adversary: learn to invert 
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Update Dec and D using X ∈ 𝒳! while fixing Enc and f . 



Proposed Algorithm

¨ Protector: learn “not” to invert 
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Update Enc and f using X ∈ 𝒳" while fixing Dec. 



Experiments

¨ Utility Metric
¤ Matthews correlation coefficient (MCC) 

¨ Privacy Metric
¤ Face Similarity
¤ Feature Similarity
¤ SSIM/PSNR



Experiments

¨ The results on facial attribute prediction.

The rows with grey shadow are our results.



Experiments

¨ Visualization of reconstructions.



Conclusion

¨ An adversarial learning framework to protect 
privacy while maintaining utility performance.

¨ For more information, please check our paper 
Adversarial Learning of Privacy-Preserving and 
Task-Oriented Representations.


